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Although clear links exist between social networking 

sites (SNS) and cyberbullying, limited studies have 

examined the content of Twitter to better 

understand cyberbullying characteristics. This study 

provides one of the few explorations of cyberbullying 

using Twitter data. Using supervised machine 

learning, it analyzes the disclosure of cyberbullying 

episodes on Twitter to understand who is posting 

and why they are posting about cyberbullying. 

Additionally, a qualitative content analysis of 500 

tweets provides further insights into the 

characteristics of cyberbullying episodes. The 

findings reveal that aside from serving as a medium 

for cyberbullying, Twitter is also a space for 

bystanders to engage in ‘upstander’ behavior and 

where victims make connections and receive 

validation. We also found that cyberbullying targets 

extend beyond the peer group; random strangers, 

celebrities, and entire groups are victimized on SNS 

platforms via multiple forms of cyberbullying. The 

paper discusses how SNS platforms can become a 

part of the fight against cyberbullying. 

 

Keywords: cyberbullying, machine learning, 
qualitative content analysis, bullying roles, Twitter, 
social media   

 

 

 

 

 

ullying is a well-researched global issue (UNESCO, 2019). Traditional or 

face-to-face (F2F) bullying is often defined as aggressive and unwanted 

behavior characterized by an intent to harm, repetition, and an imbalance of 

power (Olweus, 1993). Similar to F2F bullying, cyberbullying is identified as 

intentional and repeated unwanted aggressive behavior; however, it is inflicted 

electronically through mediums such as computers, tablets, or cell phones (Hinduja & 

Patchin, 2015; Smith et al., 2008). Kowalski et al.’s (2014) meta-analysis of 131 

cyberbullying studies and the growing body of cyberbullying studies that have been added 

since indicate that the cyberbullying literature is also strong and well versed. However, 

most prior studies of cyberbullying tend to rely on self-report data (Kowalski et al., 2014). 

While this approach has yielded a strong understanding of cyberbullying, it is often 
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limited to the perspectives of the bully and victim. It also poses several limitations 

including small sample sizes and issues around response and recall bias. Big data and in 

particular social media data, provides an innovative way to expand on our understanding 

of cyberbullying and allows us to address these limitations.  

Social networking sites (SNS) such as Facebook, Twitter, and Instagram have all 

been reported as common spaces for cyberbullying perpetration (Newall, 2018; UNICEF, 

2019; Whittaker & Kowalski, 2015). Researchers have explored the prevalence rates of 

cyberbullying on SNS platforms (Hamm et al., 2015; Gahagan et al., 2016), investigated 

the relationship between online activities and cyberbullying (Park et al., 2014), examined 

the association between problematic social media use, psychosocial factors, and 

cyberbullying (Kırcaburun et al., 2019), and studied the association between social media 

use, cyberbullying and mental health (Viner et al., 2019). However, for all the attention 

given to understanding the link between SNS and cyberbullying, surprisingly little has 

been done to study the digital content of the Twitter platform to understand bullying and 

cyberbullying. Twitter allows us to collect high-volume information about people’s digital 

social interactions. The ability to collect semantically rich information from a 

geographically diverse sample in real-time and the opportunity to analyze behavior that is 

neither prompted nor solicited, suggests that Twitter SNS data could significantly 

advance our understanding of cyberbullying.   

Launched in 2006, Twitter is a micro-blogging SNS that allows users to post short 

messages, or tweets, which are limited to 280 characters. With approximately 330 million 

active monthly users worldwide (Clement, 2019), Twitter provides the most 

comprehensive source of public conversation allowing users to follow any incident or topic 

in real-time. Additionally, unlike other SNS sites, the primarily public-facing nature of 

Twitter coupled with the accessibility of Twitter data makes it a timely and relevant social 

media source to examine the issue of cyberbullying. In this study, we provide one of the 

few explorations of cyberbullying through the lens of Twitter (Dhungana Sainju et al., 

2021a, 2021b; Blanco et al., 2014; McHugh et al., 2019) and merge social science, computer 

science, and SNS data to enhance our understanding of cyberbullying. In addition to 

expanding the literature on cyberbullying by exploring Twitter data, the study also 

addresses the limitations associated with self-report data by utilizing data that is neither 
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prompted nor solicited. The use of Big Data also allows access to a larger sample size of 

Twitter users worldwide in real-time. For the first part of the study, 69,963 cyberbullying-

related tweets and validated standard machine learning and language processing methods 

will be utilized to explore two questions related to cyberbullying experiences shared on 

Twitter: 1) who is posting about cyberbullying on Twitter? and 2) why are people posting 

about cyberbullying on Twitter? These questions are crucial to examine as they provide an 

exploration beyond the dyadic relationship of the victim and bully and examine additional 

bullying roles related to cyberbullying. To our knowledge, this study would be one of the 

first to utilize machine learning and Twitter data to explore different bullying roles and 

perspectives related specifically to cyberbullying. Secondly, a qualitative content analysis 

of 500 randomly selected tweets further explores the characteristics of cyberbullying 

discourse observed on Twitter. In all, this study contributes to the extant literature by 

providing one of the first studies to both quantitatively and qualitatively use Twitter data 

to identify key characteristics related to cyberbullying roles, the victim-bully relationship, 

and the various types of cyberbullying behavior. 

 

LITERATURE REVIEW 

Defining Cyberbullying 

While the definition for both F2F and cyber bullying refers to the characteristics of 

intentional harm, repetition, and power imbalance, these characteristics may look 

different for each form of bullying. Often observed through physical strength, stature, or 

age in F2F bullying, researchers have suggested that in cyberbullying the imbalance of 

power could be characterized by the anonymity online spaces can afford cyberbullies 

(Butler et al., 2010) or those who are media savvy and able to exploit the power of 

technology (Dooley et al., 2009; Smith et al., 2008). Findings from Nocentini et al. (2010) 

and Dredge et al. (2014) further suggest that in cyber spaces, an act may not have to be 

repeated since a single post may be shared with many users and the publicity of the act is 

akin to repetition. Surveys of adolescent victims also indicate that their understanding of 

bullying online may include criteria not identified within the standard definitions of 

cyberbullying. Dredge et al. (2014) found that the most reported characteristic used by 

victims to define cyberbullying was whether the experience had a negative impact on 

them. Relatedly, Hellström et al.’s (2015) study respondents also indicated that 
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irrespective of the intent, the victim’s experience of hurt and harm determined their 

interpretation of bullying.  

Cyberbullying Roles 

Studies have found correlations between offline and online roles; those who bully in 

F2F settings also tend to bully online (Kowalski et al., 2014) and victims of cyberbullying 

also report being victimized in person (Waasdorp & Bradshaw, 2015). Studies also indicate 

that most cyberbullies and victims are familiar with each other in real life (Dhungana 

Sainju et al., 2021b; Newall, 2018; Waasdorp & Bradshaw, 2015). However, given the 

broad scope of online platforms, studies have found that cyberbullies also target 

individuals beyond their peer group. Study participants admit to both harassing (Dowell 

et al., 2009) and being the victim of harassment (Waasdorp & Bradshaw, 2015) by 

strangers online. Pyzalski (2011) extended the victim-bully relationship beyond the peer 

group and introduced a typology based on the victim’s identity; he found that while most 

young people cyberbullied individuals only known online, cyber aggression was also 

targeted towards random people, against groups, and celebrities.  

Moreover, there are bullying roles beyond the bully and victim; additional 

bystander or participant roles that reinforce the bully, help the victim, or who alter their 

behavior according to the peer and social contexts have been identified (Lambe et al., 

2019; Levy & Gumpel, 2018; Salmivalli et al., 1996; Wójcik & Flak, 2019).  Findings from 

a meta-analysis examining the effects of school-based bullying prevention programs found 

that programs that viewed bullying as a group process and encouraged active and 

prosocial bystander behavior had an increased likelihood of bystander intervention 

(Polanin et al. 2012). This implies that while bystanders may be a part of the problem, 

they can also be a key part of the solution (Salmivalli, 2010).  

Reasons for Posting and Sharing Online 

The uses and gratifications theory explores why individuals use specific types of 

media and the needs associated with using them (Katz et al., 1973). Social media research 

based on this theory suggests that SNSs may fulfill several motives including the need to 

connect with others (Chen, 2011), navigate different social relationships (Marwick & Boyd, 

2011), express thoughts and opinions, information sharing, and use social media to watch 

others (Whiting & Williams, 2013). Moreover, prior studies indicate that  SNS platforms 



Dhungana Sainju et al.  
 

 

The Journal of Social Media in Society, Vol. 11, No. 2   

such as Twitter can also serve as an important venue to stand up against online and 

offline bullying behavior, validate a bullying victim’s experience, and support social 

movements and activism efforts (Dhungana Sainju et al., 2021a; Freelon et al., 2016; 

McHugh et al., 2019; Mundt et al., 2018).  

Different Types of Cyberbullying 

Prior research indicates that cyberbullying encompasses a range of behaviors. 

Exclusion and ostracism is the deliberate act of leaving someone out from a group 

(Willard, 2007). Outing or doxing happens when a bully shares personal or embarrassing 

information about someone without their consent to shame or publicly humiliate them 

(ETCB, n.d.; Willard, 2007). Masquerading occurs when a bully creates a fake profile or 

online persona to cyberbully someone (Securly, 2020).  Harassment is a broader category 

of cyberbullying but refers to a repetitive pattern of sending offensive, rude and insulting 

messages (Securly, 2020; Willard, 2007). Flaming is characterized as an online fight 

exchanged via emails, messaging, or chat rooms (Willard, 2007). Lastly, trolling occurs 

when a bully intentionally tries to upset a victim and provoke a response by posting 

offensive or inflammatory remarks online (Securly, 2020). 

Location of Cyberbullying 

Cyberbullying can be perpetrated through various technological mediums such as 

SNS platforms, text messages, photos or video clips, phone calls, emails, chat rooms, 

instant messaging, and websites (Kowalski & Limber, 2007; Smith et al., 2008; Whittaker 

& Kowalski, 2015). Over time, research has shown the evolution and popularity of various 

platforms; Kowalski and Limber (2007) found instant messaging to be the most common 

venue for cyberbullying, Katzer et al. (2009) noted chat rooms as a popular venue for 

cyberbullying, and Whittaker and Kowalski (2015) reported Twitter and Facebook to be 

the most common online platforms for being cyberbullied. A more recent 2019 UNICEF 

poll indicated that almost three-quarters of youth reported that SNS platforms such as 

Facebook, Instagram, Snapchat, and Twitter were the most common venues for 

cyberbullying (UNICEF, 2019). 

Cyberbullying Research Using Twitter Data 

Despite the clear connection between Twitter and cyberbullying, limited empirical 

examinations exist using Twitter data. In the last decade, researchers primarily from the 
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computer science field have used machine learning methods to automate and detect 

aggression, hate speech, and cyberbullying within tweets (Blanco et al., 2014; Waseem & 

Hovy, 2016). A few more have utilized similar methodologies to identify and classify 

bullying participant roles within tweets and suggest that there are online disclosures 

about bullying from additional roles beyond the victim and bully (Bellmore et al. 2015; 

Chatzakou et al., 2017; Dhungana Sainju et al., 2021a; Xu et al., 2012). To our knowledge, 

only two studies have qualitatively examined bullying-related tweets. First, McHugh et al. 

(2019) utilized computer-assisted sentiment analysis to qualitatively examine 300 

cyberbullying-related tweets. They found that most tweets were contributing to a negative 

atmosphere and were referring to known individuals and ongoing events. A second study 

by Dhungana Sainju et al. (2021b) qualitatively analyzed 780 bullying-related tweets to 

examine the characteristics related to perpetrators, targets, and helpers on Twitter. Their 

findings suggest that most bullying role players know each other, virtually or in real life, 

and they tweet about both current and past episodes of bullying. These studies all point to 

the efficacy of utilizing Twitter data to gain a better understanding of bullying 

characteristics on SNS. However, it also indicates that there are still unexplored aspects, 

with virtually no studies that examine the cyber victim and bully relationship or identify 

the different forms of cyberbullying using Twitter data.  

Given what we know about bullying roles and how they can change according to the 

peer and social context ((Lambe et al., 2019; Levy & Gumpel, 2018; Salmivalli et al., 1996; 

Wójcik & Flak, 2019), the machine learning portion of the study aims to better understand 

how these roles translate specifically to cyberbullying  and proposes the following 

hypotheses and research questions:   

R1: Who is posting about cyberbullying on Twitter? 

H1: Cyberbullying disclosures on Twitter will come from roles beyond the victim 

and the bully and will include additional participant roles such as those that 

reinforce the bully and those that help the victim.    

Next, to expand on our understanding of cyberbullying roles and informed by the uses and 

gratifications theory (Katz et al., 1973), the machine learning models will also explore: 

 R2: Why are people posting about cyberbullying on Twitter? 



Dhungana Sainju et al.  
 

 

The Journal of Social Media in Society, Vol. 11, No. 2   

H2: Twitter users will post about cyberbullying for varied reasons including to self-

dislcose their own experiences, support bullying victims, validate victims’ 

experiences, and call out bullying behavior.  

The qualitative content analysis will also rely on prior literature to take an inductive 

approach to inform a directed content analysis and identify conceptual categories related 

to cyberbullying. The victim-bully relationship will be examined using a modified version 

of Pyzalski’s (2011; 2012) victim-perpetrator typology to explore: 

R3: What is the victim-bully relationship? 

The remaining qualitative analysis will be guided by the following broad questions: 

 R4: Where does the cyberbullying behavior take place? 

 R5: What type of cyberbullying is being carried out or mentioned? 

 R6: When is the timeframe of the cyberbullying incident?  

 

METHODS 

 

Data Collection 

The data for this study was collected as part of a larger data collection (see 

Dhungana Sainju et al., 2021a) via Twitter’s streaming Application Program Interface 

(API), a free and automated retrieval service that allows access to up to 1 percent of the 

population's tweets. Tweets were collected using a list of primary keywords “bullied, bully, 

bullying, cyberbullied, cyberbully, and cyberbullying.” Understanding that this would 

generate a large number of tweets, some of which may not be referring to a discrete 

bullying episode, the tweets were further filtered using secondary keywords. Using a 

conceptual concept analysis, where the number of times a word appears is quantified 

(Christie, 2007), previously conducted studies were scanned to examine middle school and 

high school students’ written descriptions of bullying, and the following secondary 

keywords were identified “mean, force, forced, text, texted, online, laugh, laughing, 

exclude, excluded, exclusion, destroy, destroyed, force, forced, spread, rumor, rumour, 

embarrass, embarrassing, embarrassed, repeatedly, repeat, mock, mocked, mocking, tease, 

teasing, teased, ignore, ignored, ignoring, hitting, and hit.” A previous study by Bellmore 

et al. (2015) utilized a similar approach, however, their study only used a limited number 

of secondary keywords that were only related to F2F bullying. To identify secondary words 
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related to cyberbullying, a content analysis was conducted on 10- to 18-year-old youth’s 

interpretation of cyberbullying, which identified the following secondary keywords “gossip, 

gossiped, manipulate, manipulating, manipulated, mislead, misleading, humiliating, 

humiliated, revenge, insult, insulted, anonymous, group text, and group chat.”  Lastly, to 

further expand on the secondary keywords identified through the process noted above, the 

study authors also added the following secondary keywords “isolate, isolated, social media, 

rejection, reject, rejected, aggressive, intimidate, intimidated, jealous, assault, harass, 

shove, shoved, pretend, pretended, scare, scared, shun, shunned, target, targeted, beat, 

insult, insulted, threat, threatened, bash, bashing, degrade, degrading, perpetrated, 

perpetrator, defending, stressful, bystander, coercion, suicide, Facebook, Snapchat, 

Instagram, and WhatsApp.”  

Tweets were collected between August 7, 2019, and March 31, 2020. Following the 

methodology utilized by Bellmore et al. (2015) and Xu et al. (2012), only tweets that 

matched both a primary and secondary keyword were included. This was done to identify 

an “enriched dataset” where tweets that referred to a discrete bullying episode were more 

likely to be identified (Bellmore et al., 2015; Xu et al., 2012). Then, additional data 

processing steps were conducted to clean the dataset and remove spam accounts. Tweets 

that were re-tweets, non-English tweets, tweets that only included a URL, and tweets 

with six or more hashtags were removed. At the time of data collection, there were also a 

large number of tweets that mentioned the former U.S. President Donald Trump along 

with the word ‘bully.’ According to McIntire et al. (2019), in 2019 Mr. Trump was tagged 

approximately 1000 times per minute on Twitter. Thus, to clean the dataset of any 

political references or debates, tweets that contained the terms “realdonaldtrump, trump, 

whitehouse, white house, potus, flotus, president, @realdonaldtrump, @whitehouse, 

@potus, @flotus” were also removed. After the keyword filtering and data processing, a 

total of 847,548 tweets were retained. Next, the tweets were tokenized, and using NLTK’s 

part-of-speech (POS) each token was tagged to identify the lexical category of the tweet 

(Bird et al., 2019). Additionally, URLs and user mentions were replaced with placeholders, 

hashtags were converted to a single token, and each token and its tag were lemmatized 

using the NLTK’s WordNet Lemmatizer (NLTK Project, 2020). Lastly, unigram (one 

token) and bigram (two consecutive tokens) were used to transform the tweets into a TF-



Dhungana Sainju et al.  
 

 

The Journal of Social Media in Society, Vol. 11, No. 2   

IDF matrix (Pedregosa et al., 2011) which was used for the machine learning model 

explained below.  

Identifying Cyberbullying-Related Tweets 

Subsequently, using the dataset with primary and secondary keyword-matched 

tweets, we set to classify whether a tweet was a bullying trace. Guided by methodologies 

used in Xu et al. (2012) and Bellmore et al. (2015), any tweets where the author referred to 

a discrete bullying episode, where they were participating in or reporting bullying 

behavior, was classified as a bullying trace. Similar to Xu et al. (2012) and Bellmore et al. 

(2015), tweets were also taken at face value and did not follow the traditional definition of 

bullying, which tends to include features such as an imbalance of power and repetition 

(Olweus, 1993). Two of the study authors coded 7,868 randomly selected tweets and based 

on 1000 coded tweets, a percentage agreement of .79 and Cohen’s kappa of κ =.59 was 

identified. The same set of human coders identified 3,096 or 39.35% of the randomly 

selected tweets as bullying traces and 4,772 or 60.65% were labeled as non-bullying traces. 

Following, 80% of the coded tweets were divided into the training set and the remaining 

20% was put aside as the test dataset to test the skill of the final model. 

  Then using TF-IDF-based natural language processing methods and logistic 

regression and support vector machines (SVM) machine learning algorithms were used to 

classify the tweets and each model was trained using a stratified 12-fold cross-validation. 

The final model for each classification task was chosen based on the combination of the 

average F1 score and accuracy on the test set.  This resulted in a 70% accuracy relative to 

the human coding. Relative to the baseline or the naïve model predicting only the majority 

class, or the non-bullying traces, which had an accuracy rate of 61%; this represents a 

moderate increase in skill. The final best model was then used to classify the remaining 

847,548 unlabeled tweets. The machine learning models and natural language processing 

methods identified 28.58% or 240,018 of those tweets as bullying traces. 

  After bullying and non-bullying related tweets were categorized, we set to further 

classify the set of bullying traces to identify the form of bullying mentioned within the 

tweet. The two human coders labeled the 3,096 tweets identified as bullying traces to 

identify whether a tweet was related to general, verbal, physical, or cyberbullying. Tweets, 

where electronic forms of bullying were identified or mentioned, were labeled as 



Cyberbullying Disclosures on Twitter 
 

 

218   | Fall 2022                                                  thejsms.org  

cyberbullying-related tweets. Similar to identifying bullying traces, the machine learning 

model was trained and tested to identify this classification. The human coders identified 

1,060 or 34.30% of the labeled tweets as cyberbullying and the machine learning models 

trained on human coded tweets predicted 69,963 or 29.15% of unlabeled tweets as 

cyberbullying. This ML model attained 78% accuracy relative to the human coding and 

represented a significant increase in skill compared to the naïve or baseline model which 

had a 34% accuracy rate. Relatedly, Bellmore et al., (2015), whose methodology guides this 

study, also report similar predictive skills in the .70 range. This set of 69,963 

cyberbullying-related tweets serves as the data for the current study. 

Analytic Approach and Research Questions  

Supervised Machine Learning. There are two parts to this study’s analytic 

approach. To begin, using supervised machine learning methods and the set of 69,963 

cyberbullying-related tweets; we set out to ask two research questions. First, research 

question 1 explored: who is posting about cyberbullying on Twitter? Informed by bullying 

roles identified in prior studies (Bellmore et al., 2015; Salmivalli et al. 1996; Xu et al., 

2012), the role of the tweet author was classified into one of six categories. A “victim” was 

someone who referred to being bullied in the past or an ongoing event. A “bully” engaged 

in bullying behavior in the tweet or admitted to past bullying. A “reporter” was not 

involved in the bullying but shared information about a bullying episode. A “defender” 

took the victim's side and stood up against a bully. An “assistant” joined the bully and 

participated in the bullying. A “reinforcer” did not engage in the bullying, but their 

behavior reinforced and encouraged the bully’s behavior.  Finally, an “accuser” accused 

someone of bullying, and it is unclear whether they were a victim, defender, or other roles. 

Our dataset revealed a small number of assistants and reinforcers, thus for the current 

analysis, these were combined into one group as “other.” Research question 2 sought to 

examine why people posted about cyberbullying on Twitter. Following the methodology 

used by Bellmore et al. (2015), several reasons were identified. A “report” was where a 

tweet author shared information about a bullying episode they saw in the news or were 

personally familiar with. A “self-disclosure” is one where the author revealed themselves 

as the bully, victim, assistant, or reinforcer. In a “denial” post, the author denied 

involvement in a bullying incident. Finally, in an “accusation” post the author accused 
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someone of being a bully.  The 1,060 tweets labeled as cyberbullying were coded by the 

same two human coders and each tweet was categorized to identify the author's role and 

the reason for posting.  

Qualitative Analysis. Secondly, a qualitative content analysis was conducted on a 

subset of tweets to explore the characteristics of cyberbullying discourse observed on 

Twitter. Using a directed content analysis approach and guided by research questions 3-6, 

the study authors began with decontextualisation, or open coding, which represented the 

first step of the process (Bengtsson, 2016). Tweets were taken at face value and, the 

context of each tweet was examined by the study authors to identify key themes and 

create an initial coding scheme. This process revealed conceptual categories related to the 

victim-bully relationship, forms of cyberbullying behavior being carried out or mentioned, 

the location of the cyberbullying behavior, and the timeframe of the episode. Then, the two 

human coders who labeled the tweets for the machine learning models independently 

coded a set of 25 randomly selected tweets to determine the level of agreement between 

coders. The labels were reviewed and discussed at length and new codes were added as 

needed. Two additional rounds of coding were conducted with 25 new randomly selected 

tweets per round until the agreement on all categories was 80% or higher. During the 

recontextualization phase (Bengtsson, 2016), the authors checked to make sure that the 

coding system was exhaustive and reflected the goals of the study. Once the coding 

categories were finalized, the qualitative software program Dedoose (Dedoose, 2018) was 

used for the categorization process and each of the coders labeled a new set of 250 tweets 

each, for a total of 500 randomly selected cyberbullying-related tweets. After all the tweets 

were labeled, the coded tweets were reviewed to ensure agreement with the coding. See 

Table 1 for a full list of the categories and coding scheme.  
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Table 1 
Qualitative categories and coding scheme  

Category Codes and Definitions 

Who: Victim-Bully 
Relationship  

Cyber aggression against peers: The victim and bully know each other 
and are from the same offline/online group  
Cyber aggression against the vulnerable: The victims are vulnerable 
groups such as the homeless or alcoholics who may not be aware of 
the victimization   
Cyber aggression against groups: The victims are groups rather than a 
specific individual. For example, fans of a sports team or musical artist, 
ethnic or religious groups  
Random cyber aggression: Aggression perpetrated against anonymous 
victims not known to the bully 
Cyber aggression against celebrities or public figures: Aggression 
targeted towards celebrities or public figures not personally known to 
the bully 

Where: Location of 
Cyberbullying 
Behavior   

Online (general)  
Twitter 
Instagram 
Facebook 
Snapchat or other group chat 
YouTube 
Gaming site 
Offline but being discussed and continued on Twitter 
Offline and online 
Not known  

What: Type of 
Cyberbullying  

Exclusion and ostracism: Deliberate act of leaving someone out from a 
group 
Outing or doxing: sharing personal or embarrassing information without 
someone’s consent to deliberately humiliate them 
Masquerading: Creating a made-up profile or identity online with the 
sole purpose of cyberbullying  
Harassment: A broad category referring to a repetitive and sustained 
pattern of sending rude, harassing messages online  
Flaming: An online fight exchanged via emails, messaging, or chat 
rooms 
Trolling: Purposefully trying to upset a victim and provoke a response 
by posting offensive or inflammatory information online 
Not known 

When: Timeframe 
of Cyberbullying   

Ongoing: Tweet referring to cyberbullying that is currently happening 
Past: Tweet refers to a cyberbullying incident that has already occurred 
Not known: Tweet does not include a time frame 
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RESULTS 

Supervised Machine Learning 

 R1: Who is Posting About Cyberbullying on Twitter? The supervised machine 

learning model classified 69,963 cyberbullying-related tweets to identify the author of the 

tweet using the categories noted above in the methods section. Similar to identifying the 

bullying trace, to identify the tweet author the machine learning models were trained and 

tested using human-coded tweets. Varied roles including those that supported the victim 

and reinforced the bully were found to support hypothesis 1. As seen in Figure 1, the most 

common role predicted was a defender (36% or 24,793 tweets) which was someone who 

was taking the victim’s side and standing up against the bully. This was followed by a 

reporter (30% or 21,227 tweets) who was referring to either a bullying event in the news or 

an event they were personally familiar with. Victims accounted for a little more than a 

quarter (26% or 18,726 tweets) of tweet authors, sharing about their own bullying 

victimization experiences. Accusers made up 7% (4,968 tweets) of the tweet authors, 

directly accusing someone of bullying in their post. Lastly, bullies (0.27% or 195 tweets) 

and others (0.07% or 54 tweets) (assistants and reinforcers) made up the smallest 

category, representing less than half a percentage point each.  

 

 

Figure 1. Who is posting cyberbullying-related tweets? 



Cyberbullying Disclosures on Twitter 
 

 

222   | Fall 2022                                                  thejsms.org  

 R2: Why are People Posting About Cyberbullying on Twitter? Next, we aimed to 

identify why someone was posting about cyberbullying on Twitter using the categories 

discussed in the methods section. Support was also found for hypothesis 2. Of the 69,963 

tweets identified as cyberbullying-related tweets, the machine learning model found that 

the most common reason for posting was to report, with more than 4 in 10 (44.4% or 

30,976) authors tweeting to share information about a cyberbullying episode. This was 

followed by accusations, which made up a little more than one-third (34.3% or 24,045) of 

the tweets. Finally, self-disclosures accounted for 21.3% (14,942) of the tweets, where the 

tweet author was disclosing their role in the cyberbullying episode. No denial posts were 

captured. Examining the convergence of the “who” and the “why” analysis reveals that the 

most common cyberbullying-related tweets were reporters reporting, defenders accusing, 

and victims' self-disclosing. As Figure 2 shows, reports were most common from reporters, 

followed by defenders and victims. Accusations were most likely to come from a defender, 

although a small number of accusers, victims, and reporters were also tweeting to accuse. 

Finally, a self-disclosure tweet was most likely to come from a victim.   

 

 

Figure 2. Who and why are people posting about cyberbullying on Twitter? 
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Qualitative Analysis 

 R3: Who: Victim-Bully Relationship. Based on a modified version of the victim-

perpetrator typology introduced by Pyzalski (2011; 2012), tweets were coded to classify the 

victim-bully relationship. More than half (52.83%) of the cyberbullying-related tweets 

were coded as random acts of cyber aggression between a bully and a victim not personally 

known to them, as seen in this tweet “People are dragging this stranger on the other side 

of the world, is she so offensive to you that you have to go out of your way to bully her 

online.”1 Almost a quarter (23.48%) were referring to cyber aggression among peers or 

known individuals from the same offline or online group. For example, “I like to bully 

@user on snapchat.” 11.94% of tweets suggested cyber aggression being targeted at 

celebrities or public figures, in tweets such as “These conservatives rallying online to bully 

a 15 year old climate change activist is so sad” and “If I see another article from Piers 

Morgan about Harry and Megan I will report it since its clearly bullying and pathetic.” 

About 1 in 10 (9.71%) of tweets were cyber aggression against entire groups rather than a 

specific individual, which could be seen through tweets such as “I enjoy bullying boomers 

online” and “the amount of bullying and hate from our fandom for that one tweet makes 

me sick.” Only 2.02% were tweets that implied cyber aggression against the vulnerable. 

For example, “why are ya’ll bullying a child who is already suicidal,” and “@user is cyber 

bullying someone with a disability and thinks its funny, you don’t deserve to be in our 

community.”  

 R4: Where: Location of Cyberbullying Behavior. Each tweet was examined to 

determine if the author mentioned where the cyberbullying occurred. More than half 

(51.10%) of the cyberbullying-related tweets did not indicate a specific location and 

referred to online spaces in general. About 3 in 10 (29.17%) specifically mentioned Twitter 

or were engaging in cyberbullying on Twitter. In about 5.23% of tweets, there was not 

enough information to determine the location. Instagram was mentioned in 4.22% and 

Facebook in 3.42% of tweets. Offline behavior that was continued and discussed on 

Twitter was seen in 2.21% of tweets, while 1.81% of tweets reflected both online and 

offline bullying. Another 1.2% mentioned gaming sites. Finally, 0.8% of tweets noted 

 
1To avoid traceability of an example tweet, all user names have been removed and tweets have been 

shortened or slightly paraphrased instead of including it verbatim. 



Cyberbullying Disclosures on Twitter 
 

 

224   | Fall 2022                                                  thejsms.org  

cyberbullying occurring on Snapchat or other group chat and 0.8% mentioned 

cyberbullying on YouTube. 

 R5: What: Type of Cyberbullying. Tweets were also coded to identify the type of 

cyberbullying behavior. Almost 4 in 10 tweets did not have enough information or context 

for us to determine the type of cyberbullying behavior that was being displayed. The 

remainder of the tweets, however, reflected a range of cyberbullying behaviors. 28.05% of 

tweets emphasized harassment or a pattern of hurtful and harassing messages. 12.82% of 

tweets suggested flaming or an online fight. The behavior of trolling was seen in 11.42% of 

tweets. Outing or doxing was reflected in 2.80% of tweets and finally, only 1% of tweets 

revealed characteristics of exclusion. 

R6: When: Timeframe of Cyberbullying. Finally, tweets were examined to 

determine the timing of the cyberbullying incident. 5 in 10 (51.81%) tweets were referring 

to an ongoing cyberbullying episode. A quarter (25.80%) were discussing a past 

cyberbullying event, whereas 21.57% did not have enough information to determine the 

time frame. A small percentage (0.80%) was referring to a future cyberbullying event. See 

Figure 3 for a full list of cyberbullying-related tweet characteristics. 
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Figure 3. Cyberbullying-related tweet characteristics 

 

DISCUSSION 

This study is one of the first of its kind to utilize machine learning and qualitative 

content analysis to identify key characteristics related to cyberbullying discourse on 

Twitter. A key strength and contribution of the study was the opportunity to examine 

tweets at face value and to be able to analyze unprompted and unsolicited digital social 

interactions rather than self-reported conduct. Rather than relying on traditional 

definitions of cyberbullying, the study allowed us to analyze tweets where Twitter users 

posted first-hand experiences and interpretations of cyberbullying. The findings reveal a 
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diverse range of bullying roles and reasons for tweeting about cyberbullying incidents. 

Reporters were reporting about cyberbullying episodes, defenders were standing up for a 

victim and accusing a bully, and victims felt safe to self-disclose and share their own 

experiences. While a little less than a third of tweets referred to cyberbullying occurring 

on Twitter, the analysis revealed that users were also tweeting to mention cyberbullying 

happening on other SNS platforms and electronic mediums. Additionally, about half of the 

tweets were referring to ongoing incidents and a quarter was reflecting on a past episode. 

Over half of the tweets suggested random aggression against strangers; however, cyber 

aggression was also aimed at known peers, celebrities, specific groups, and the vulnerable. 

The analysis also found an assortment of cyberbullying behaviors being perpetrated or 

referred to in the tweets.     

The tweets in the current study primarily captured the experience of being 

cyberbullied rather than cyberbullying itself. This can largely be attributed to the keyword 

selection as cyberbullies are not likely to use the primary keywords such as cyberbullied, 

cyberbully, or cyberbullying when engaging in cyberbullying behavior. Rather, our 

findings point to victims and their supporters actively using Twitter as a space to report, 

accuse, and self-disclose. Bellmore et al. (2015) and Dhungana Sainju et al. (2021a) also 

found similar results and hardly any bully authored tweets were captured in their 

analyses. This is not to say that cyberbullying does not occur on Twitter. Almost a third of 

tweets referred to bullying happening on Twitter which supports prior reports about 

Twitter being a venue for cyberbullying (Whittaker & Kowalski, 2015; Unicef, 2019). 

Taken with the finding that about half of the tweets were referring to ongoing events, and 

considering the uses and gratification perspective (Katz et al., 1973), it indicates that 

while Twitter users experience cyberbullying on the platform, it is also creating a safe 

space for victims, reporters, and defenders to make connections in real-time, receive 

validation for their experiences, and engage in prosocial bystander behavior. This 

emotional reciprocity, of making connections and responding empathetically to others, can 

have important implications. Sharing emotional and negative experiences can be 

therapeutic (Wagner et al., 2015), and receiving empathetic and validating responses can 

improve emotional regulation and reactivity (Shenk & Fruzzetti, 2011).  
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It appears that SNS and online platforms also create opportunities to cyberbully 

beyond one’s peer group. The tweets referred to multiple SNS platforms besides Twitter, 

and potential targets of cyber aggression included both known and unknown individuals. 

These findings are in line with Pyzalski’s (2012) survey of adolescents which found that 

they were most likely to perpetrate cyber aggression against people only known online. 

The study respondents also noted targeting groups of people, celebrities, and random or 

unknown individuals. Similarly, Whittaker and Kowalski (2015) also tested out a modified 

version of Pyzalski’s typology and found that, when perpetrating cyber aggression, 

participants directed it most often towards random people and least often towards peers. 

When asked about witnessing cyber aggression, the respondents noted seeing the most 

comments targeted towards celebrities and the least comments targeted towards peers. 

This could imply that characteristics relevant to online spaces, including a measure of 

anonymity afforded to cyberbullies, increased accessibility to potential targets, the viral 

nature of online posts, and not being able to see the victim's reaction may embolden and 

encourage behavior beyond what would normally be done in person (Della Cioppa et al., 

2015; Hinduja & Patchin, 2015; Tokunaga, 2010; Twyman et al., 2010).  

Relatedly, our findings also point to the association between cyber aggression and 

celebrities. Public attention and media scrutiny have been part and parcel of celebrity 

lives. By putting themselves on social media platforms, celebrities are opening themselves 

up to engage in a form of parasocial relationship, associations that are often one-sided 

where fans develop a sense of intimacy and connection to the celebrity (Stever & Lawson, 

2013). The ease and accessibility of Twitter mean that any user can tag, mention, or direct 

message a celebrity in an attempt to gain their attention. The attention, however, is not 

always positive. Many celebrities have been subject to online trolls, public shaming, or the 

increasing push to “cancel” celebrities in response to objectionable behavior or comments 

(BBC, n.d.; Romano, 2019). Indeed, in addition to our current findings, results from 

Pyzalski (2012), Whittaker and Kowalski (2015), McHugh et al. (2019), and Dhungana 

Sainju et al. (2021b) all indicate that SNS platforms are being used to perpetrate cyber 

aggression against celebrities. While one could argue that celebrity harassment comes 

with the territory, celebrities are human and the impacts are real. Celebrities such as Ed 

Sheeran, Zayn Malik, Demi Lovato, and Lizzo have all reported suffering from online 



Cyberbullying Disclosures on Twitter 
 

 

228   | Fall 2022                                                  thejsms.org  

trolls and temporarily or permanently deleted their social media accounts (Vanderberg, 

2020). In more extreme and tragic situations, it may have also been a contributing factor 

in the recent suicides of British TV personality Caroline Flack (Picheta, 2020), K-Pop star 

Sulli (McCurry, 2019), and the Japanese wrestler and Netflix reality show star Hana 

Kimura (BBC, 2020).  

Lastly, while a majority of tweets did not contain enough information to determine 

the type of cyberbullying, the results found harassment to be the most common form, 

followed by flaming and trolling. Similar to our findings, Staude-Müller et al.’s (2012) 

online victimization survey revealed that verbal and sexual harassment was most 

common, whereas outing, exclusion, impersonation, and cyberstalking were less frequent. 

However, they also found that the less common forms were more emotionally distressing 

for victims. Likewise, Wolak et al.’s (2007) results indicate that a majority of online 

harassment was not distressing to targets, and incidents that involved repetition, asking 

for pictures, and involving online-only contacts who were 18-or older were more likely to 

be associated with distress. This suggests that not all forms of cyberbullying may trigger 

similar reactions among victims. El Asam and Samara (2016) also suggests that advances 

in technology and technological skills could change cyberbullying trends over time so it is 

crucial to continue to examine the types of cyberbullying and understand the consequences 

of differing cyberbullying behavior. Moreover, as researchers such as O’Sullivan and 

Flanagin (2003) and Wolak et al. (2007) aptly point out, clearer conceptualization and 

effective measures are needed to identify common cyberbullying behaviors such as 

harassment and flaming as current definitions vary significantly.  

Study Implications  

Our findings point to several important implications for researchers, educators, and 

policymakers. It is evident that analyzing social media data can complement and 

strengthen prior cyberbullying studies that utilize self-reported data. By analyzing digital 

social interactions, we discovered that bystanders on Twitter are frequently taking on the 

role of an ‘upstander,’ or someone who intervenes and takes action to stop or call out 

bullying (Padgett & Notar, 2013). Prior research tells us that upstanders are an integral 

part of stopping bullying; they are easier to influence than bullies (Salmivalli, 2014) and 

they have a high likelihood of quickly stopping the bullying behavior (Hawkins et al., 
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2001; Polanin et al., 2012). We also found that Twitter encourages victims to speak out. 

Socially sharing our emotional experiences with others and in turn receiving validating 

responses have been found to increase positive emotional regulation (Shenk & Fruzzetti, 

2011; Wagner et al., 2015). Given the global reach and popularity of Twitter, anti-bullying 

initiatives should consider how upstander behavior and empowering victims could be 

leveraged and promoted on the SNS platform. Our findings also point to the importance of 

further understanding and addressing aggression targeted toward celebrities and public 

figures. Future examinations should analyze how to discourage and combat online trolls 

and explore potential ways in which celebrities can serve as advocates and upstanders 

against cyberbullying behavior. Finally, our results indicate that additional empirical 

examinations are needed to understand the different types of cyberbullying behavior. Our 

study was limited to only examining the prevalence, however, future studies should utilize 

SNS data to better conceptualize the behavior to appropriately target the causes and 

consequences as well.   

Limitations and Future Directions  

This study adds an important contribution to the cyberbullying literature; however, 

there were some limitations. It is important to note that all machine learning models rely 

on the “ground truth” and need to have clear definitions to perform the classification 

tasks. The machine learning models for this study reported a moderate increase in skill 

compared to the naïve baseline models and the analysis was driven purely by keyword 

selection. While our keywords contained a more extensive keyword selection compared to 

similar prior studies (Bellmore et al., 2015; McHugh et al., 2019), as noted above it largely 

captured the experience of being bullied. Future studies should look to expand the 

keywords to capture both sides of the cyberbullying experience. Additionally, since no 

contextual or background information was available each tweet had to be coded at face 

value which meant that instances of sarcasm, harmless teasing, and more importantly, 

the intent of the author could not be fully captured. Analyzing qualitative data also runs 

the risk of the coder’s cognitive biases influencing the coding process. Thus, all coded 

tweets were reviewed for agreement. No background or demographic information was 

available for the tweet authors, so we were unable to identify traits that were associated 

with a specific role or the likelihood of engaging in or experiencing a specific type of 
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cyberbullying behavior.  Context also matters, and tweets often involve conversation 

threads where users can reply, retweet, and like a tweet. The current study only analyzed 

one tweet at a time, potentially missing out on valuable contextual information to situate 

the cyberbullying behavior. Future studies should attempt to analyze threads or 

conversations between users to get a fuller picture of cyberbullying discourse on Twitter. 

Given the complexity of human language and behavior, an increase in sample size would 

also improve the classification tasks allowing the machine learning models to access more 

examples to learn from and improve model accuracy and strengthen performance. 

 

CONCLUSION 

Given the proliferation of social media users worldwide, with one-in-three people in 

the world and more than two-thirds of all internet users using SNS (Ortiz-Ospina, 2019), 

our study points to the importance of analyzing direct digital interactions on SNS 

platforms such as Twitter rather than solely relying on self-report data to understand 

cyberbullying. The study is one of the first to quantitatively and qualitatively use Twitter 

data to explore cyberbullying characteristics. The objective of the study was to utilize 

machine learning methodologies and qualitative content analysis to identify key 

characteristics related to cyberbullying discourse on Twitter. Our findings confirm the 

utility and value of Twitter data to expand our understanding of cyberbullying roles, 

cyberbullying victims, cyberbullying locations, and cyberbullying behaviors. By exploring 

unpromoted and unsolicited disclosures of cyberbullying incidents, the study establishes 

that Twitter is not just a conduit for cyberbullying, it also serves as a space for reporters 

to report, defenders to accuse and victims’ to self-disclose about past and current 

incidents. It is a dynamic space where strangers, celebrities, and everyday users can 

become targets of cyberbullying but can also become upstanders to intervene and curb 

cyberbullying behaviors. The machine learning methodology used in the current study can 

also be used to build improved classifiers for ML models and help refine the categories 

used to define cyberbullying and its characteristics. In all, the study provides promising 

implications of how Twitter and SNS platforms can become a part of the fight against 

cyberbullying.  
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